LCnote LC-PHSM-2005-001

Determination of beam energy at TESLA using radiative
return events
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Radiative return events can be used to determine the beam

energy at TESLA. It was suggested to use this method to cross
check and calibrate the magnet spectrometer used for measurement
of the beam energy at TESLA. A preliminary assessment of the
statistical and systematic errors of this method is performed here.



Contents

Contents
I. Introduction/Motivation

II. The Method

1. General

2. Kinematics

3. Fit method

4. Complications to be simulated

III. Monte Carlo sample creation and statistical error

Concept of luminosity

Ideal beam

Beamradiation

7° beampipe cut

Ze*e background

e'e’ Yy Yy background

Use of direction of detected photons in calculations
77,/ WW background

Gaussian energy distribution

10. Summary

A A S o

IV. Statistical error at different center of mass energies

250 GeV
350 GeV
500 GeV
750 GeV
1000 GeV
Summary

AN ol A S

10
12

13

13
14
17
19
20
21
23
23
25
26

27

27
27
27
27
27
28



V. Systematic errors due to background

+20% Ze*e background
-20% Ze*e background
+30% e*e yy background
+30% e*e yy background
Summary

A I

VI. Systematic errors from various other sources

Shape of the energy distribution

Variance of the gaussian energy distribution
Aspect error of detector

Error of CIRCE parameters

Summary

Nk W

VII. Overview of the results
VIII. Future development

IX. References

31

31
31
31
32
32

33

33
33
34
34
37

38

40

41



I. Introduction
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Fig 1: Schematic view of TESLA

TESLA stands for Tera electron volt Energy Superconducting Linear Accelerator.
TESLA is the superconducting version of the next linear accelerator planned. It has been
developed so far in international collaboration at DESY. After the TESLA technology
has now been recommended for the next linear accelerator the development moves under
the joint ILC (International Linear Collider) Project.

In fig. 1 you see a schematic view of TESLA [1]. It consists of one part to accelerate
electrons, one part to accelerate positrons and the detector at the center. The
superconducting cavities for acceleration are build into a tunnel which has in certain
distances cooling facilities installed. In the damping rings the diameter and the
divergence of the electron and positron beams are reduced. A large diameter and high
divergence would reduce the interaction rate of the electron and the positron beam.

The x ray laser laboratory is an additional project in development at DESY.
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TESLA will have a center of mass energy of about 500 GeV which can be expanded to 1
TeV. It will have a luminosity above 3.4%10* cm? s which corresponds to an integrated
luminosity of 340 fb™' for a year (i.e. 10’ s). The length will be about 33 km and TESLA
will operate at a temperature of 2 K consuming about 100 MW power. The electrons will
be generated in a polarised laser driven gun [1]. One option to produce the positrons is to
pass the already preaccelerated polarized electron beam of an energy of 150 GeV through
a helical undulator. Circularly polarized photons of about 11 MeV are generated and the
electron beam is further accelerated and brought to the interaction point. The circularly
polarized photons are converted to electron positron pairs in a thin target. The
polarization of the photons is transferred to the polarization of the electron/positron pairs
and the polarized positrons are captured behind the target to form a positron beam which
is then fed into the accelerator. Through this method a polarization of 80% of the electron
beam and of 60% of the positron beam can be achieved [11]. The beams are actually not
continuous but come in bunches with 337 ns pause in between.

TESLA will allow to further test the Standard Model. It is important for the search of the
Higgs particle and may give new hints for physics beyond the Standard Model. For
example it may be possible to verify Supersymmetry or at least draw borders on
Supersymmetry parameters.

For high precision measurements at the linear collider TESLA, for example the
measurement of the higgs mass, top quark mass or W mass, a precise knowledge of the
beam energy is essential. To achieve this it was proposed to use a magnet spectrometer
positioned upstream of the interaction point (IP), see also [1] and [5]. To cross check and
calibrate this device it was suggested to utilize an independent method that uses radiative
return events, i. €. events where the e’e” annihilate to produce a particle — antiparticle pair
and a photon, whose emission “returns” the center of mass energy of the pair to the Z°
peak.

The knowledge of the precision of this method is important for the planning of
experiments and the design of the magnet spectrometer to achieve high precision in
energy regions of interest.

In this study Monte Carlo simulations are performed to determine the precision of the
method.

In chapter II the method is introduced, chapter III treats the creation of the basic Monte
Carlo sample and the statistical error. Chapter IV looks at the behavior of the statistical
error of the method at different center of mass energies. In chapter V and VI the
systematic errors of the method are treated. In chapter VII you find an overview of the
major results.



II. The Method

1. General

Using relativistic kinematics (see chapter II. part 2.) it is possible to calculate the center
of mass energy of a three body system using only the center of mass energy of two of the
particles and the angles they make with the third particle (for example see fig. 3). One
can apply this to processes at TESLA which have a three body final state to calculate the
center of mass energy of the e*e accelerated in TESLA. The calculated center of mass
energy can then be used to calibrate the detector of beam energy at TESLA (a magnet
spectrometer: see[1], [S]).

The energies and angles of the particles produced in these processes have to be measured
by a detector. But the calibration of the magnet spectrometer and calibration of the
energy determination of the particle detector are correlated. To circumvent this
correlation one first wants to calibrate the magnet spectrometer without measuring
particle energies. To make the calculation of the center of mass energy independent of
energy measurements, one takes only processes going over an intermediate Z° state. The
Z° mass is known precisely and since the Z° decays into particle-antiparticle pairs its
mass can be used as the center of mass energy of the pair.

Of the processes with an intermediate Z° the one with the least background is e*e” -
Z°/y' - WUy, since it is possible to discern between muons and electrons /
positrons, in case of background where electrons or positrons are in the final state (See
also [2]). In addition the muon lifetime guarantees easy reconstruction of the process in
the particle detector.

Monte Carlo samples are created to simulate experimental data samples which will be
measured at TESLA. A fit is performed on these samples to get an estimation of the
statistical errors the method will have for real data samples from TESLA. The samples
are also used to study systematic errors of the method.

AN $=AE}can/Epeam sShould be smaller than 10 to avoid dominating the expected errors
in the determination of top quark mass and higgs mass by the uncertainty in the
determination of the beam energy [5]. At 350 GeV center of mass energy it follows that
AN $=2AE..m should be smaller than 35 MeV.



2. Kinematics

In the following c=1.
The process considered in this study is (see fig. 2):

e’ - 27y - Wy

For three body systems one can calculate the energy of the system using the angles
of two of the bodies with respect to the third.

Thus if exactly one photon is radiated the invariant energy of the system can be
calculated using the angles of the muons w. r. t. the direction in which the photon is
emitted.

Fig. 2: The process e*e — 7°/y’ — WUy Fig. 3: The final three body system

For the three momenta in fig. 3 the following relation holds:

P, +p,,+p,=0 (1
thus:

|p,_lsin(6_)—[p,,|sin(6,)=0 2)

|p,_[cos(6_)—|p,,[cos(6,)—|p,[=0 3)

the invariant energy is defined as:

— 2 2
Vs=\(E, +E +E V'—(p, +p,,+p,)



neglecting the muon mass (= 0.1 GeV) and using (1) in the formula for the invariant
energy:

Vs = [p,_[+|p,.[+|p,] 4)

use (2) in (4) to substitute for | p " |:

Vs—Ip, |

= 1 9
lp | 1+s%n( )
sin(0,)

insert this in (3) to substitute for | p - |:

Vs—|p,| sin(0)
0 = W(COS(G,)%—Sin(9+)cos(0+))—|py| -
1+—
sin (0, )

solve for | p , |-

sin(0,)cos(0_)+sin(0_)cos(0,)

Vs

Ip |

Y sin (0, )+sin(0_)+sin(0,)cos(0_)+sin(0_)cos(0,)
= E
Yy
define K :
Yy
E, sin (0, )cos(0_)+sin(0_)cos(0,)
K, o= 1 5 sin (0, )+sin(0_)+sin(0,)cos(0_)+sin(0_)cos(0,)
2

(6)



Nowuses' = (p _+ pu+)2, s=(p_+p, + py)zand conservation of four

momentumps_+p€+ = p“_+pu++ pv:

Vs'=\(p, +p,, ) =V(p._+p..~p,)

:\/(pe7+pe+)2+p§_2py(pe7+pe+)

use Vs = . +E_.p

e+

Jsi= =2 )
use definition (6):

Vs'=ys—rys

VRN sy ®

e—

In the present study we do not want to use the muon energy, but only the angles the
muons make with the emitted photon. If we use only events where the invariant energy of
the two muons is near the Z mass peak, we can set Vs' = m,:

m;,

Vs = )

1—«k y
This formula is used in the following to calculate the invariant mass of the LWU"y system

from the angles of the muons. The whole angular dependence lies in the factor K, -



If the muon masses are taken into account one arrives at:

Jo—
_ ﬂ(cos(97)+lcos(9+))
= 1 p 0
1+—
x

\/ ! (x2+1—\/4x2+L_1)22mi)
1 (Vs—Ip, )

= E (10)

sin(0,)
sin(0_)
Now using (7) in the form:

where x= If m, is set O the root reduces to 1 and one arrives at (5).

s—s'
E =

y 2\/g

using | py| =E , and inserting into (10):

\@_s—s’
s—s' 24s

T = ————(cos(0_)+cos(0,)) 0

(1)

one arrives at a formula for s and s' which can be solved numerically, should the
influence of the masses become important. This is the case for particles of very high
masses as the T and the top quark.
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3. Fit method

For the Monte Carlo samples created in this study it is difficult to find simple, yet well
fitting functions. Because of this another method was adopted, namely to use two Monte
Carlo samples to fit a third one. One creates two Monte Carlo samples generated at only
slightly different center of mass energies. A large number of events is generated to get
small statistical fluctuations in these samples. Furthermore one needs some experimental
data sample or as in this case one creates a third Monte Carlo sample to simulate the
experimental data.

number of events

x 1072
- sample to fit
— -- samples with known
invariant energies
349 GeV and 350 GeV

2000

1000

Fig. 4: Two Monte Carlo samples to fit a third one

The fit method makes the assumption of a linear relationship between samples "near"
each other in terms of the parameter in question. It corresponds to a Taylor expansion
(see fig. 4):

Ni(x)ZNi(x0)+Ni(xl)_Ni(xO) (x—xg)+.. (12)

X1™ %o

Where Ni(x) is the number of events in bin i of the experimental data, N;(Xo) the number
of events of a Monte Carlo sample with known parameter x,, Ni(x;) the number of events
of another Monte Carlo sample with known parameter X;.
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Neglecting higher order terms, one minimizes the squared difference between the linear
approximation and the data N(x), thus obtaining an estimate for the parameter x:

X= 5, (N () (N (g TN ) (13

X1~ X

The sum is over all bins of the histogram. In this study the parameter to be fitted is the
invariant energy Vs of the W'y system, thus:

‘=3, <Ni<&>—<Niw?o>+N”@:%MM—@» (14)

Since the shape of the fitting function is provided by the data samples themselves, this
method is especially suited for fitting data with difficult shapes, or where the parameter
in question is not connected to any obvious property of the data shape like the position of
a peak or the width of a peak etc. The method has to be tested whether the linearity
assumption really holds. For example by fitting samples at different parameter values
between x; and X and looking whether they have the same shift and errors.
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4. Complications to be simulated

There are several complications arising from the design of TESLA for determining the
beam energy using radiative return events:

1.

In the coherent fields of the positron bunch the electrons start to radiate - and the
positrons in the fields of the electron bunch. This is called beamstrahlung which is
simulated in this study by means of the package CIRCE [10], which uses parameters
derived by fitting extensive simulations of beamstrahlung. Beamstrahlung is build into
the Monte Carlo simulation in chapter III part 3. Since the parameters are obtained
through a fit procedure they have errors [4]. The resulting systematic errors are treated in
chapter VI part 4.

2.

Not single electrons / positrons are accelerated but whole bunches and bunch trains.

The particles in the bunch follow an energy distribution around the nominal beam energy.
Simulations of TESLA suggest that this distribution will be gaussian [1]. The energy
distribution is implemented in chapter III part 9. Chapter VI part 1 and 2 study the
systematic errors induced by uncertainities in the distribution.

3.

The detector of TESLA can not detect particles below 3 degree from the accelerator axis,
because the beam is passing there. Between 3° and 7° there is only space to install a
calorimeter. Therefore one cannot distinguish charges, in particular electrons / positrons
and photons, below 7° [1]. In addition it is not possible to reconstruct jet events below 7°.
This is taken into account in chapter III part 4 and part 7.

4.

The aspect ratio of the detector (ratio between length in accelerator direction and
transverse to it) will have a small uncertainty. This has been the source for a big shift in
invariant energy at LEP [2]. Treated in chapter VI part 3.

5.
There are several background processes which can not be separated from the signal.
This is treated in chapter III part 5, part 6 and part 7, furthermore in the whole chapter V.
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I11. Monte Carlo sample creation

A Monte Carlo sample has to be created which takes into account several complications
like background, detector limitations and uncertainties in the energy of the particles.

In each of the following steps one additional complication is added to the Monte Carlo
sample. In addition a fit of the Monte Carlo samples is performed in each step. This
allows to track the behavior of the statistical error. Changes in the statistical error can
then be assigned to the added complication.

The final sample then simulates hopefully closely the real data that will be measured at
TESLA. It allows an estimation of the statistical error of the method and it can be applied
to study the systematic errors of the method.

The first chapter introduces the concept of luminosity.

1. Concept of luminosity

Luminosity is the number of incident particles interacting with each other per area and
time. For two colliding beams of same number of particles per bunch N it is given by the
formula:

L—N—f (15)

dro, 0,

Where f is the frequency of bunches, 0, , 0 y are the transverse dimensions of the beam.

o, 0, is the area of the beam.

Integrated luminosity is the luminosity integrated over a certain time. For specifying the
integrated luminosity of an accelerator usually a year is taken while it is assumed that the
accelerator actually runs about 30% of the time.

Luminosity is used to express a number of events in terms of running time of the
accelerator. To convert the number of events of a certain process to luminosity the cross
section of the process is needed:

o [ Ldi=N (16)

Where 0 is the cross section of the process, L is the luminosity and N is the number of
events of the process up to time t. Equation (16) can also be thought of as definition of
luminosity.
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2. Ideal beam:

As a first step only the annihilation of a positron and an electron into a Z° or excited
photon and the subsequent decay into a muon-antimuon pair was simulated using
PYTHIA [9]. The annihilation was simulated at a center of mass energy s of 350 GeV.
Fig. (5) shows a typical spectrum of the center of mass energy of the two muons \s'.
The rest energy is emitted through a photon.

The Z° mass peak at 91 GeV and a peak at 350 GeV (only low energy photons emitted)
are easy to see:

number of events

20000 —
15000 —
=
10000 —
5000 —
0 100 200 300

ig'

Fig. S: Invariant energy s’ of the two muons after the process

Now equation (8) of Chapter II part 2 is applied. To use this equation we need the angles
the muons make with the emitted photon and their center of mass energy Vs' .
One arrives at the following ideal histogram:
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number of events

15000 —

10000 —

5000 —

S,

200 400 600

Vs

Fig. 6: Calculated invariant energy s using s’

A sharp peak at 350 GeV shows that equation (8) is working well. The tail to the left

is due to emission of more than one photon of sizeable energy — while formula (8) would
require exactly one photon to compute the exact energy. This is due to initial and final
state radiation (ISR)(FSR). Most of these photons are of low energy and do not result in a
big error.

Using equation (8) all emitted photons are treated as one (fig. (7)).

Fig. 7: More than two j)hotons are treated as one by eq. (8) of chapter Il paft 2,
thus a lower energy is calculated
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Since photons have no rest mass there is no error as long as the photons are emitted in the
same direction. If several photons are emitted in different directions the transverse photon
momenta subtract and the angles of the muons become larger. If then equation (8) is used
a lower center of mass energy is calculated. Since most photons are emitted along the
accelerator axis formula (8) works very well.

If a real experiment is performed Vs’ would have to be measured by a detector. The
calibration of this detector is correlated with the calibration of the magnet spectrometer.
But our method is used for the calibration of the magnet spectrometer so we should not
make use of the center of mass energies of the muons. (see chapter II part 1).

One takes events with an intermediate Z° state and uses m, instead of \'s' (see chapter IT

part 2). Thus from now on equation (9) of Chapter II part 2 is used. A cut at 91 GeV (the
7" mass) is applied. Only events in an interval from 86 GeV to 96 GeV are kept.

We assume that the photon is not detected. To use equation (9) we need the angles the
muons make with the emitted photon. But in most events the photon is emitted along the
accelerator axis. So the angles the muons make with the accelerator axis can be used as
approximation.

Making these changes one arrives at the following histogram:

number of events

1000 —

500 —

200 400 600 .
s

Fig. 8: Calculated invariant energy s using m
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The peak became a little broader and on the left and right there is a tail due to the use of
m, for all events instead of the true value Vs'. The left tail is a little higher due to emission
of 2 or more photons.

10 100 fb"!' Monte Carlo samples were generated at 350 GeV and two 1000 fb"' Monte
Carlo samples at 349 GeV and 350 GeV to use the Monte Carlo fit method explained in
Chapter II part 3. The fit yielded 349.99 GeV as mean invariant energy and an error of
0.046 GeV. 100 fb! corresponds to roughly 230,000 events. To check the linearity
assumption of the method 10 100 fb™' samples at 350 GeV, 349.5 GeV and 349 GeV were
fitted by 3000 fb' samples at 349 GeV and 350 GeV. If the linearity assumption holds
errors and possible shifts should be the same. From the table one sees that a possible shift
is well below the statistical errors.

simulated center of mass mean center of mass mean error of fit
energy energy from fitting [GeV]
[GeV] [GeV]
350 349.99 0.046
349.5 349.50 0.046
349 348.99 0.046

Table 1: Fit on different samples in the range 349 GeV to 350 GeV
to check the linearity assumption of the fit method

3. Inclusion of beamstrahlung:

number of events number of events

tail parametrized
by CIRCE
parameters
\frs s
Fig 9: Schematic view of the original Fig 10: After CIRCE is applied some
energy distribution of the beam particles have a smaller energy

(a delta function)
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The electrons and positrons are exposed to coherent electromagnetic fields from the
approaching positron/electron bunches. This leads to the emission of photons which are
called beamstrahlung. Beamstrahlung is simulated by the package CIRCE [10] which
simply assigns a lower energy to the electrons and positrons using a random number
generator. The distribution of the energies for TESLA is taken from a function whose
parameters are obtained fitting the output of full simulations of beamstrahlung, which
would take too much computer time to run.

The distribution used is:

f(x)=a,5(1—x)+a,x“(1—x)"

!

where xZ% . In the Ansatz of CIRCE it is assumed that both beams (electrons and
s

positrons) have the same amount of beamstrahlung and that there is no correlation
between the beamstrahlung of the two beams. The four parameters have for TESLA the
values a,=0.5274, a,=13.895 and a;=-0.6314. The fourth parameter a, is given by the
normalization condition of a probability distribution f f(x)dx=1 " Fig. 11 shows the

!

effect of beamstrahlung on the Vs’ spectrum above 250 GeV (before any cuts are
applied):

number of events

20000 —
13000 = — ideal beam
-- with beamradiation
simulated by CIRCE
10000 |~
S000 .
0 e R S L P
250 275 300 325 350

Vs

Fig. 11: Change of the spectrum due to inclusion of beamstrahlung
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Again 10 100 fb' samples were generated at 350 GeV, two samples of 1000 fb™ at 349
and 350 GeV, through fitting a mean invariant energy of 349.95 GeV and an error of
0.053 GeV was obtained. Compared with the error of the last step the statistical error
increased by 7 MeV.

4. Inclusion of 7° cut:

Since the detector can not discern a muon from other particles below 7 degree around

the accelerator axis, events generated by PYTHIA where one of the muons is below

7 degree have to be excluded. 10 100 fb"' samples at 350 GeV were generated, two 1000
fb!' Monte Carlo samples at 349 and 350 GeV, the mean invariant energy was 349.96
GeV and the error was 0.050 GeV. Thus the error decreases by 3 MeV because of the 7°
cut. The events which are cut are events where the muons have low angles. The
enhancement in the error could be due to statistics in these events introduced by larger
errors in the calculation of the Kyfactor for low angles (see chapter II part 2 eq. (6)).

In Fig. 12 one can see the events skipped by the 7° cut:

number of events

6000 —
7% events
4000 — - 2% events
with 7 degree cut
2000 —
0 Tu e i
200 400 500
(statistical fluctuations because 2 samples with different seeds) \/5

Fig. 12: Change in energy spectrum due to 7° cut
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5. Inclusion of Z’*e background:

Fig. 13: The process ete » Ze*e — W ete

Consider the process e'e” —» Z°e*e” - W' e'e. If the positron and the electron in the
final state are below 7 degree and thus cannot be detected the final state of the process
looks like the final state of our ideal e*e” — Z°/yl - QW'Y process. So this process has
to be included in the simulation. The 100 fb™ correspond now to ~230,000 Z° / y[events
and to ~75,000 Z° e*e” events, thus ~305,000 events were generated.

Generating 10 100 fb"' MC samples at 350 GeV and two samples with 1000 fb™' at 349
and 350 GeV, results in a mean invariant energy of 349.98 and an error of 0.048 GeV.
This is because Z° e*e has similar kinematics as Z° / y{and like the Z° / yOprocess a
small peak around 350 GeV, enhancing the original peak (See fig. 14):

number of events

1000 —

- gez®

750 —

500 —

1k I L I I I |
200 400 600

0

(+- 5 GeV cut around 91 GeV (ZDmass) already applied) \/5

Fig. 14: Z° e*e events and calculated s using them.
Notice the smaller eventnumber in comparision to fig. 8
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6. Inclusion of e*eyy background:

\\\.,/\_7":,—“+
T
IR

Fig. 15: The process e*e” » e*e Yy - W' e'e

For the process e'e” —» e'e yy » WM e*e, similarly to the Z’e*e” background the final
state positron and electron could also be below 7 degree and thus go by undetected, so in
this case there are no means to discern the process from e'e” — Z°/yd » P'Hy.
Including it in the simulation, the 100 fb™' correspond now to ~305,000

Z° | yOand Z° e*e events, in addition ~1,837,000 e*e” yy events, so ~2,142,000 events
were generated.

The enormous number of e'e” Yy events is reduced to ~9000 events by the 5 GeV cut
around the Z° peak (91 GeV) and the 7° cut around the accelerator axis (See Fig . 16):

number of events

-
%10 -eeyy
10000 —

5000 —

ol P B G S

300
Vs

Fig. 16: e*e Yy background before 91 GeV and Ky cuts are applied
(events below 30 GeV were not generated to save computing time)
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Furthermore a cut to K, (defined in equation (6) of chapter II part 2) was applied: all
events above K, = 0.95 were dismissed. This reduced the e'e” yy events again to ~6000,

which can be seen nicely in Fig. 17:

number of events

20000 — §
Z°y events
i - gte 2’ events
i € e vy events
10000 —
o | | L,
] 0.2 Q.4 0.6 1

Fig. 17: Above Ky= 0.95 are about 1/3 of the e*e” Yy events

10 100 fb"' samples at 350 GeV and two 1000 fb™' samples at 349 and 350 GeV were
generated. The mean invariant energy was 349.94 and the error was 0.047 GeV. This
change in error should be due to statistical fluctuations.
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7. Use of the direction of detected photons:

In the real experiment the detector has several limitations (See chapter II part 4).

Above 7° around the accelerator axis the emitted photons will be detected, while between
3¢ and 7° one cannot discern photons and electrons/positrons and below 3° nothing is
detected.

One can take the direction of photons in account to a certain extent, and calculate the
axes the muons make with the emitted photon of the highest energy.

To do this one compares the energy of the photons above 7° with each other, with the
energy of photons/electrons/positrons between 3° and 7° and with the rest energy which
should have escaped below 3°.

You can calculate this rest energy approximately using the (uncalibrated) measured
energy of the beam and subtracting the detected muon and photon/electron/positron
energy above 3°. This is only very approximate but enough to discern in which direction
the highest energy photon/electron/positron was emitted.

Calculating the new muon angles in this way yields a mean invariant energy of 349.91
GeV and an error of 0.045 GeV. The error in the last step was 47 MeV so it was reduced
by taking the direction of the photons into account.

As before 10 100 fb' samples were generated at 350 GeV, two samples with 1000 fb at
349 GeV and 350 GeV.

8. Inclusion of Z°Z°/W*W" backeground:

In the process e'e” » Z°Z° - W' v ¥, if a real experiment is performed the neutrinos
will not be detected at all by the particle detector. So the final state is indistinguishable
from the final state of the e'e” - Z°/y - W'Y process.

The same applies to the process e'e > W"W~ - u'v 0" v .

Generating 100 fb' samples results in additional ~1163 Z°Z° events and ~ 15602 W* W~
events. By the 5 GeV cut around the Z° peak the W™ W™ events are reduced to about 500,
so the Z°Z° and W* W™ background should not have any effect. (See fig. 18 and fig. 19)
The fit yielded a mean invariant energy of 349.95 GeV and an error of 0.044 GeV.

10 100 fb" and two 1000 fb' samples were used (at 350 GeV, 349 GeV and 350 GeV).



number of events

300

200

100

0 100 200 300

+-5GeV cut at 91 GeV yields ~ 500 events ‘/5

Fit 18: W* W events reduced by 5 GeV cut around 91 GeV to around 500 events

number of events

200 —
Fa s P70
L — ege> 27

150 —
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Fit 19: Z°7Z° events reduced by 5 GeV cut around 91 GeV to around 600 events
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9. Using a gaussian shaped energy distribution:

Not single electrons and positrons are accelerated but whole bunches. It is assumed that
the electrons/positrons in these bunches will have a gaussian energy distribution at
TESLA as suggested by simulations of TESLA [1]. A gaussian distribution of the beam
energy was implemented simply by using a gaussian random number generator to assign
variations from the nominal CM energy. The variance of the gaussian distribution used
was 0 =2 /1000, from the fit a mean invariant energy of 350.02 GeV and an error of
0.047 GeV was obtained. Since this is the final sample which simulates all important
features of the real data the statistical error of the fit of this sample gives an estimation of
the precision the method will have when a real experiment is performed at TESLA. In
addition it will be used to study systematic errors. To make the statistical and the
systematic error estimates more reliable two 3000 fb™' samples have been used to fit the
10 100 fb! samples.

Again the linearity of the fit method was checked by performing fits on several samples
in the range 349 GeV to 350 GeV. 10 100 fb"' samples were fitted by 3000 fb"' samples.
The shifts stay below the statistical error of the fit (see table 2). So the linearity
assumption is valid.

simulated center of mass mean center of mass mean error of fit
energy energy from fitting [GeV]
[GeV] [GeV]
350 350.02 0.047
349.5 349.49 0.047
349 349 0.047

Table 2: Possible shifts of the fit method stay below the statistical error
for samples in the range 349 GeV to 350 GeV
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10. Summary

A Monte Carlo sample was created which takes into account the major background
processes, several detector complications as the 7 degree cut and the detection of the
photons, the beamstrahlung and an energy distribution. The error in determining the
center of mass energy of the final sample is 47 MeV at a luminosity of 100 fb™. This
makes an estimation of running time of the accelerator to achieve a certain precision of
the statistical error possible.

The sometimes large deviations of the mean center of mass energies are due to statistical
fluctuations in the Monte Carlo samples used to perform the fit on the data. The last
Monte Carlo sample which includes all complications has been fit with samples of 3000
fb! size to make the center of mass energy obtained by the fit reliable.

luminosity simulated mean center of mean error of
b center of mass  mass energy fit
[fo"] .
energy from fitting [GeV]
[GeV] [GeV]
ideal beam 100 350 349.99 0.046
inclusion of 100 350 349.95 0.053
beamstrahlung
incl. of 7° cut 100 350 349.96 0.050
incl. of Ze'e bg. 100 350 349.98 0.048
inclusion of 100 350 349.94 0.047
e'e’yy backg.
inclusion of the 100 350 34991 0.045
photon direction
inclusion of 100 350 349.95 0.044
77’ and W*W-
backg.
inclusion of a 100 350 350.02 0.047
gaussian energy
distribution

Table 3: Behavior of the statistical error during creation
of the basic Monte Carlo sample (in each step one more complication is added)
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IV. Monte Carlo samples at different CM energies

To study the behavior of the statistical error of the method at different energies Monte
Carlo samples were created at 250 GeV, 350 GeV, 500 GeV, 750 GeV and 1000 GeV.
These Monte Carlo samples include all complications as in the final Monte Carlo sample
of chapter III.

1. Monte Carlo sample at 250 GeV

At 250 GeV, two 3000 fb"' samples were used to fit 10 100 fb"' samples and an invariant
energy of 250.00 GeV and an error of 0.028 GeV resulted.

2. Monte Carlo sample at 350 GeV

At 350 GeV, using 3000 fb"' samples to fit 10 100 fb"' samples, the fit yields an invariant
energy of 350.02 GeV and an error of 0.047 GeV.

3. Monte Carlo sample at 500 GeV

At 500 GeV, 3000 fb' samples to fit 10 100 fb™' samples, one finds an invariant energy of
499.98 GeV and an error of 0.091 GeV.

4. Monte Carlo sample at 750 GeV

At 750 GeV, 3000 fb' samples to fit 10 100 fb"' samples, an invariant energy of 749.95
GeV and an error of 0.181 GeV were obtained.

5. Monte Carlo sample at 1000 GeV

Since the invariant energy of the beam is much farther away from the Z° peak than in the
350 GeV or 250 GeV case fewer events get accepted by the 5 GeV cut around 91 GeV.
This results in larger statistical fluctuations in the two Monte Carlo samples used to fit
the third one. The size of the samples used to perform the fit was increased to 9000 fb™.
At 1000 GeV, using 9000 fb' samples to fit 10 100 fb" samples, one finds an invariant
energy of 999.81 GeV and an error of 0.331 GeV.
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6. Summary

If one assumes a quadratic relation the statistical error follows the equation:

MeV. 1 +0.0003 M€V

E[MeV =8.8027 MeV —0.0026 2
GeV GeV

Behavior of the statistical error at different CM energies

350
Y= A+BH+CH2
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Fig 20: Quadratic fit of the errors
Since the statistical error goes like 1 the first possible cause for the quadratic

(N)
behavior to look at is the number of events of the signal process. Three cuts have been
applied so far, the 5 GeV cut around 91 GeV in chapter III. part 2, the K, cut in chapter III
part 7 and the 7° cut from chapter III part 5. After these cuts are applied the signal shows
a roughly exponential decay with rising center of mass energy (see fig. 21).
The Z%*e” background has similar kinematics to the Z°/y{Iprocess and therefore lowers
the statistical error (see chapter III part 5). This process rises with larger center of mass
energy (fig. 22) as does the e*e’yy background process (fig. 23).
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Number of Z%y* events at different CM energies
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Fig. 23: Number of events of e*e’Yy background
at different CM energies

The combination of these behaviors do not result in a quadratic behavior but there are a
number of other effects which are hard to quantify:

1.
Emission of more than one high energy photon gets more likely for higher center of mass
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energies. The method makes the assumption of exactly one high energy photon emitted
(see chapter III part 2).

2.
The effect of beamstrahlung gets larger with higher center of mass energy.

3.

One expects that the variance of the gaussian energy distribution (chapter III part 9) gets
larger with larger center of mass energies. In the Monte Carlo simulation a variance of
2/1000 of the center of mass energy was assumed.

4.
There could also be statistics introduced on generator level

luminosity simulated mean center of mean error of
[f7] center of mass = mass energy fit
energy Jfrom fitting [GeV]
[GeV] [GeV]
MC sample at 100 250 250 0.028
250 GeV
MC sample at 100 350 350.02 0.047
350 GeV
MC sample at 100 500 499.98 0.091
500 GeV
MC sample at 100 750 749.95 0.181
750 GeV
MC sample at 100 1000 999.81 0.331
1000 GeV

Table 4: The statistical error of the method at different CM energies
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V. Systematic errors due to background

There are uncertainties in the modeling of background processes. Either because of
shortcomings in the theoretical description of the processes or because approaches which
are more imprecise are used in the simulation to save computing time.

The fit method (chapter II part 3) makes use of Monte Carlo samples to fit the data.
Uncertainties in the MC samples produce shifts when the fit is performed and therefore
systematic errors result.

There are several possibilities to get an estimation of these systematic errors. For example
one could compare results from different Monte Carlo generators to see what differences
in background the approaches used in the generators yield. These differences are then
assumed as error in the amount of background. For the background processes considered
here a 10% uncertainty in background is realistic (see [6]). A fit is performed on a sample
with varied background to see possible shifts in the determination of the center of mass
energy. To get shifts which clearly are not due to statistics one assumes larger
uncertainties and scales them afterwards down to 10%.

The basic Monte Carlo samples after the Z°Z° and the W*W-background was included
were used (see chapter III part 8) but to the 10 100 fb"' samples additional background
events were added. The shifts from the reference invariant energy of 349.95 GeV of the
original samples give an estimation of the error.

1. 20% additional Ze*e” background:

20% more Ze*e at 100 fb! translated to 8000 additional Ze*e events (before cuts are
applied). They were just added to the already existing 100 fb"' histograms and the
existing 1000 fb™"' samples were used to fit them, thus obtaining an estimate of possible
shifts in energy and error if a 20% too low background is assumed. The fit yielded as
invariant energy 349.95 GeV and as error 0.045 GeV, so the error changed marginally.
No shift is observed thus no systematic error is assigned.

2. 20% fewer Ze'e” background:

Now the 8000 additional Ze*e” events were subtracted from the already existing 100 b
histograms and the existing 1000 fb' samples were used for fitting. This simulates a 20%
too high background. The invariant energy was 349.95 GeV and the error was 0.043
GeV, so there is only a small change in the error. Since there is no shift no systematic
error results.
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3. 30% additional e*e"y y background:

30% additional e*e Yy events meant about 56,700 more events before cuts are applied.
As before, they were added to the existing 100 fb™ histograms and the existing 1000 fb™!
samples were used for the fit procedure. This corresponds to the assumption of a 30%
too low background. The resulting invariant energy was 349.94 GeV and the error was
0.044 GeV. Scaling to a 10 % uncertainty in the e*e’y Yy background results in a shift of 3
MeV. The systematic error is then 3 MeV.

4.30% fewer e'e VY background:

The 56,700 e*e’yy were subtracted from the 100 fb™ histograms using the 1000 fb™
samples for fitting. The invariant energy was 349.96 GeV and the error was 0.045 GeV.
The systematic error of 10% fewer background is 3 MeV.

5. Summary

20% and 30% are already quite large uncertainties in background and the shifts observed
do still stay under the statistical error, more realistic are around 10% and the scaling to
this value resulted in negligible systematic errors.

luminosity simulated  mean center mean error scaled
1 center o of mass of fit systematic
[fo"]
mass energy energy from [GeV] error [MeV]
[GeV] fitting
[GeV]
reference is 100 350 349.95 0.044
Z7Z/WW
included:
+20% Ze*e 100 350 349.95 0.045 0
background
-20% Ze'e 100 350 349.95 0.043 0
background
+30% e'e Yy 100 350 349.94 0.044 3
-30% e‘e' Yy 100 350 349.96 0.045 3

Table S: Systematic errors due to background
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V1. Systematic errors from other sources

There are several more sources of systematic errors, mainly uncertainties of different
parameters used to create the Monte Carlo samples. To get an estimation of those
errors one creates 10 100 fb™' samples with a variation in the parameter in question
corresponding to its assumed error. Then the basic 3000 fb"' Monte Carlo samples of
chapter III part 9 are used to fit these 10 samples. A shift in the mean invariant energy
from 350 GeV gives an estimation of the systematic errors of the method.

1. Shape of the energy distribution

Since the electrons and positrons are accelerated as bunches they do not have a certain
well defined energy but follow a distribution of energies. As simulations show the
distribution will be approximately gaussian at TESLA [1]. In the creation of the Monte
Carlo samples a gaussian distribution was assumed for TESLA. To see possible errors
due to another shape of the energy distribution one fits 10 100 fb"' samples with a
rectangular distribution.

10 samples with a rectangular energy distribution of same variance as the gaussian
distribution of chapter III part 9 were generated. For a rectangular distribution s=2N12 L,
where L is half of the length of the rectangular. Therefore L=v12*1/1000 to have the
same variance as the gaussian distribution.

This yielded a mean invariant energy of 350.01 GeV and an error of 0.047 GeV.
Therefore the change in shape from gaussian to rectangular results in a shift of only 0.01
GeV, and a systematic error of 10 MeV is assigned.

2. Variance of the gaussian energy distribution

There will also be uncertainties in the variance of the gaussian distribution of TESLA.
To simulate this one fits 10 100 fb' samples with larger o.

10 samples with a broader gaussian distribution of 0 = 10 / 1000 were generated. The fit
resulted in a mean invariant energy of 349.98 GeV and the error was 0.048 GeV. Thus a
difference/uncertainty in the variance of about 8/1000 results in a 0.02 GeV shift. An
uncertainty in the variance of about 1/1000 is realistic [1]. Scaling to 1/1000 uncertainty
the systematic error is < 3 MeV.
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3. Error due to uncertainty in the aspect ratio of the detector:

detector plate detector plate

parficie track

distance between piates

Fig 24: A particle track through 2 detector plates

The angles of particles in a detector are determined by tracking them through several
detector plates and dividing possible deviations in the points where they pass the plates
through the distance between the plates (see fig. 24). If this distance is not known exactly
a shift in the angles of the particles results. The same applies if the ratio of the two
distances, the distance between the plates and the deviation of subsequent passing points
is not known exactly. The ratio of x to y length of the detector at LEP was only known up
to 0.0005 [2] thus producing a shift in the angles measured.

A similar error for TESLA is assumed here. To simulate this 10 100 fb™' samples were
created with artificially changed angles so as if the length of the detector along the
accelerator axis was 1.0005 of the usual length. Angles near 45° are changed most
(~0.014°), angles near 10° or 80° are changed ~0.0048°. The change is symmetric around
45°.

The fit yielded a mean invariant energy of 350.16 GeV and an error of 0.047 GeV. This
results in 160 MeV systematic error.

4. Error due to uncertainity in parameters of CIRCE:

The inclusion of beamstrahlung via CIRCE as mentioned in chapter III part 3 is
errorenous because the parameters CIRCE uses to simulate beamstrahlung are obtained
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through fitting the output of full simulations of beamstrahlung. An estimation of these
errors can be found for example in [4]. Generating 10 100 fb"' samples with a change in
parameter ao of 0.012, the mean invariant energy was 350.04 and the error was 0.047.

A change in parameter a, of 0.24 resulted in 350.00 GeV and 0.047 GeV and a change in
a3 of 0.0048 yields 349.97 GeV and 0.047 GeV. The errors mentioned in [4] are Aay =
0.012, Aa, = 0.12 and Aaz = 0.0024, respectively. The results show that a variation of ag
yields the biggest shift of 0.04 GeV, while the variation of a, and a3 results in shifts of 0.0
GeV and 0.03 GeV. Thus a systematic error of 40 MeV for ap and 15 MeV for azis
obtained. The changes in the spectrum of the Monte Carlo sample due to variation of the
circe parameters is shown in figures 25 to 27. They are in accordance to the
parameterizing function which was introduced in chapter III part 3:

f(x)=ay6(1=x)+a,x"(1-x)"

!

where x= TS <1 and parameter values as given in chapter III part 3.
s

In fig. 25 a;was lowered by 0.4 which lowered the number of events at nominal center of
mass energy. Since a, is calculated through the normalization condition (see chapter 111
part 3) the number of events in all bins are raised proportionally.

In fig. 26 a, was lowered by 10 which makes the beamstrahlung tail steeper and lowers
all bins proportionally.

In fig. 27 a; was lowered by 0.4 which makes the tail less steep and raises all bins.
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5. Summary

The uncertainties in the aspect ratio and in the CIRCE parameter a, and possibly a; are
the major sources of systematic errors. Especially the aspect error should be kept below
the level of LEP. The systematic error in using a rectangular energy distribution could
also be due to statistics since no scaling was possible in this case.

luminosity simulated  mean center mean error scaled
7] center of of mass of fit systematic
mass energy energy from [GeV] error [MeV]
[GeV] fitting
[GeV]
gaussian 100 350 349.98 0.048 <3
energy
distribution
with bigger 0
rectangular 100 350 350.01 0.047 10
energy
distribution
with same O
aspect error 100 350 350.16 0.047 160
ay=aop + 100 350 350.04 0.047 +40
0.012
a=a+0.24 100 350 350.00 0.047 0
a=a3+ 100 350 349.97 0.047 -15
0.0048

Table 6: Systematic errors due to energy distribution, detector aspect ratio
and CIRCE parameters
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VII. Overview of the Results

1.
The kinematic formulas for calculating Vs were derived in chapter II part 2. They were
subsequently modified to apply them to the method of radiative return events.

2.
A method to fit the Monte Carlo data samples was found in chapter II part 3.

3.

The Monte Carlo samples which were obtained in chapter III hopefully represent very
closely the experimental data of TESLA. They are needed to use the fitting method
described in chapter II part 3 to fit real experimental data.

4.

The statistical error of the fit of the Monte Carlo samples obtained in chapter III part 9 is
47 MeV for a 100 fb"! sample. This allows an estimation of running time (luminosity)
which will be needed to achieve a certain precision concerning the statistical error of the
method.

5.
The behavior of the statistical error of the method at different center of mass energies is
given by the quadratic fit of chapter IV part 6:

MeV

E| MeV |=8.8027 MeV ~0.0026-~ MeV

2

Vs+0.0003

eV GeV

S

6.

Possible shifts from the true center of mass energies can be estimated by the systematic
errors obtained in chapter V and VI. It was shown that the aspect error and the
uncertainty in a, and a; of the CIRCE parameters are the major systematic errors.

7.
The other systematic errors (background processes, shape of the energy distribution) were
shown to be negligible.
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error source systematic error

+10% Ze'*e background 0 MeV
+10% e*eyy 3 MeV
gaussian energy distribution with <3 MeV
0=0(1+1/1000)

rectangular energy distribution with same o 10 MeV
aspect error 1/1.0005 160 MeV
ag=ap + 0.012 +40 MeV
a=a+0.12 0 MeV
a;=asz + 0.0024 -15 MeV

Table 7: Summary of the systematic errors
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VIII. Future development

1.

The statistical error alone will at 350 GeV (using 100 fb™') be 47 MeV which is well
above the 35 MeV demanded by [5]. To reduce it under 35 MeV at least 200 fb™' have to
be used (see chapter III part 10).

2.
The next step should be to concentrate on reducing the systematic error introduced by the
aspect error (see chapter VI part 3).

3.

The systematic errors which result from the CIRCE parametrization (see chapter VI part
4) have to be studied in more detail.

In the present study correlations between the CIRCE parameters have not been taken into
account.

In addition CIRCE does not take into account beamstrahlung correlations between the
electron and positron beams. So there will be additional systematic errors due to
errorenous simulation of beamstrahlung.

4.
Other processes which have three body final states should be included, for example e*e’y,
T'TY etc. to lower the statistical error of the method for a given luminosity.

5.
There are different models to simulate Initial State Radiation. There will be systematic
errors due to imprecise simulation of ISR.

6.
It is left for investigation whether there are error sources not considered and included up
to now.
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